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Abstract

Lighting design in indoor environments is of primary im-
portance for at least two reasons: 1) people should perceive
an adequate light; 2) an effective lighting design means
consistent energy saving. We present the Invisible Light
Switch (ILS) to address both aspects. ILS dynamically ad-
justs the room illumination level to save energy while main-
taining constant the light level perception of the users. So
the energy saving is invisible to them. Our proposed ILS
leverages a radiosity model to estimate the light level which
is perceived by a person within an indoor environment, tak-
ing into account the person position and her/his viewing
frustum (head pose). ILS may therefore dim those lumi-
naires, which are not seen by the user, resulting in an effec-
tive energy saving, especially in large open offices (where
light may otherwise be ON everywhere for a single per-
son). To quantify the system performance, we have col-
lected a new dataset where people wear luxmeter devices
while working in office rooms. The luxmeters measure the
amount of light (in Lux) reaching the people gaze, which
we consider a proxy to their illumination level perception.
Our initial results are promising: in a room with 8 LED lu-
minaires, the energy consumption in a day may be reduced
from 18585 to 6206 watts with ILS (currently needing 1560
watts for operations). While doing so, the drop in perceived
lighting decreases by just 200 lux, a value considered neg-
ligible when the original illumination level is above 1200
lux, as is normally the case in offices.

1. Introduction
People generally do not consider the impact that indoor

illumination has on the monthly costs of large environments
such as offices or warehouses. At the same time, they are
pretty sensible to illumination, especially during office ac-
tivities such as drawing and studying or doing precision
works. As a consequence, office illumination is often al-

†These two authors contribute equally to the work.

ways ON, at the maximum available lighting level, which
increases the energy consumption.

The works of Kralikova and Zhou et al. [22, 43], show
that the lighting consumption of a building can take more
than 15% of the overall electricity consumption. While at
peak periods, this can reach up to approximately a fourth
or even more. It is clear that savings in the lighting are
usually most evident and most easily feasible especially in
environments where the human occupancy is limited. How-
ever, in dynamic environments where the human presence
is more evident the power saving strategies are becoming
more complex and harder to be addressed. The base en-
ergy saving techniques and strategies usually focus on the
following principles: a) maximise the use of daylight; b)
make lighting control as local as possible and get staff in-
volved in energy saving planning; c) use bright coloured
walls and ceilings; d) utilize and adjust the light sources to
the most energy efficient lamp/luminaire combinations (see
Figure 1).

Figure 1. The pyramidal scheme shows energy saving strategies
[35]. From the bottom to the top this implies the exploitation of
natural light, the distribution and control of lighting locally, effi-
cient space configuration with bright colors and open spaces for
better light propagation and utilization of the light sources driven
by energy saving customization. The order of the strategies in the
pyramid shows the importance that each action should be applied
in a green-oriented building maintenance.

However, lighting can be used for much more than to
illuminate. It can enhance productivity, creating flexible
spaces that adapt to the task at hand. Energy-efficient light-
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Figure 2. Overall pipeline of our system. We first acquire the RGBD input from the camera system (left) and together with the lighting
system properties we use this information to create the Invisible Light Switch (ILS). That is, structuring the geometry of the scene,
extracting the photometric properties of the material and applying a human centric analysis from where we detect the human presence in
the scene and extract the possible head poses. Lastly we utilize the output of the scene analysis as the ”Invisible Light Switch” application
targeting a power saving framework.

ing solutions for industry can reduce environmental impact
and save on costs, while at the same time increasing the life
quality and productivity.

The International Association of Lighting Designers [2]
states that optimal lighting consists of achieving an optimal
balance among human needs, architectural considerations,
and energy efficiency (Fig. 3).

Figure 3. Framework of lighting quality according to the Interna-
tional Association of Lighting Designers (IALD) [2].

In this paper we present the Invisible Light Switch (ILS),
a smart lighting framework for dynamically adjusting the il-
lumination level in an indoor environment. ILS takes into
account the geometry of the scene, the presence of people
and their light perception with the goals of maximizing the

human comfort in terms of perceived light and, at the same
time, with the lowest cost in terms of energy consumption.
Our framework builds upon a light estimation system capa-
ble of estimating the light in a given 3D point of a multi
luminaire indoor environment [38]. In this work [38], the
radiosity model has been customized to take into account a
realistic model of light propagation, outclassing even indus-
trial software in the task.

This paper enriches the model by including the human
aspect, and showing how the interplay between the light es-
timation system and the human activity may lead to a con-
sistent energy saving framework. The invisible light switch
summarises the idea: an individual has the feeling of an en-
vironment which is globally illuminated, while in reality an
automated light switch dims the luminaires in a way which
is invisible to the users. This is possible by estimating the
position of a person in the sensed environment, its head ori-
entation, and understanding the light which is perceived by
him. In fact, the lighting sensed by a human can be assumed
as the light contained in a conic volume departing from the
mean point connecting the humans eyes in the direction of
the nose. Given this, it is possible to determine which lumi-
naries could be switched off/dimmed down while maintain-
ing the level of perceived light unchanged. The head pose
is provided by detecting the person first and then estimating
the head orientation. The former is carried out by means
the state-of-the-art detector Mask R-CNN [20] with ResNet
[21] as a backbone architecture, while head pose is done
using Hasan’s et al. method [19].

To test the system, a novel dataset has been built where 2



people are present in two rooms with 2 portable luxmeters
attached to their forehead, well suited to mimic the human
perception. This provides us with the ground truth infor-
mation which can be considered when evaluating the light
estimations of the system, given a particular setup of the lu-
minaires. Experiments show how reliable is the system in
detecting the people position along with head orientations
and the related perceived light. A margin of 100 Lux error
is observed within a global illumination estimation of 1200
lux. As reported by [29], this delta is barely perceivable by
the human eye, so the error can be considered within the
accepted range. Thereafter, it is shown that the ILS allows
to heavily modify the illumination setup by only affecting
the human perception of a delta of 200 Lux, still within
the range of non-perceivable changes. We finally show that
our system is promising in terms of energy saving: since in
the most aggressive scenario could indicate for up to 66%
power efficiency.

The rest of the paper is organized as follows, next we
review related work (Sec. 2) and define the overall proposed
pipeline (Sec. 3). We present the results and evaluation in
(Sec. 4). Finally, we conclude in (Sec. 5).

2. Related Work
2.1. Lights and Behaviour

Relationship between human activities and lights is a
widely studied topic in perceptual sciences [5, 13, 15]. Re-
cently, it was shown by [41] that light intensifies people’s
perception. It triggers emotional system leading to inten-
sified effective reactions. Light changes our perception of
space [14], we tend to associate different illumination pat-
terns to different social gatherings (musical concert vs. can-
dle light dinner). People seem to share more details in bright
light than darkness [10], we as human beings also rely on
facial expressions which are only visible in light. More-
over, light provides sense of security [15], people choose
roads and streets in night due to the illumination [36]. Re-
cently, studies targeting the office environments revealed
a strong connection between people’s productivity and the
lights [22, 23, 33]. Eyeing the importance of lighting on
humans, related communities such as Human Computer In-
teraction (HCI) [28] deployed interactive lighting in a city
square, providing a sense of “belongingness” to the resi-
dents. Furthermore, ubiquitous computing [16] and archi-
tectural design [26] have also investigated this topic. How-
ever, there are also studies that question the relationship be-
tween the light perception and the actual measured spatial
illumination [9, 29].

2.2. Modelling human activities

Despite receiving a wide scale attention, the literature
in computer vision seems to have ignored the modelling of

light and behaviour. Only recently Hasan and Tsesmelis et
al. [18] presented the idea of jointly modeling the relation-
ship of light and human behavior via long term time-lapse
observation of the scene by recognizing and forecasting ac-
tivities using the head pose estimation as a proxy for the
gaze.

Estimation of head pose is inherently a challenging task
due to subtle differences between human poses. However,
in the past several techniques ranging from low level image
features to appearance based learning architectures were
used to address the problem of head pose estimation. Previ-
ously, [17, 40] used neural networks to estimate head pose.
While authors in [8] adopted a randomized fern based ap-
proach to estimate head orientation. Limited accuracy was
achieved though due to several reasons such as two images
of the same person in different poses appeared more similar
than two different people in same pose or due to difficulty
to compute low level image features in low resolution im-
ages. Recently, decision trees have been reported to achieve
state of the art results [24]. However, they rely on local
features and are prone to make errors when tested in real
world crowded scenarios. We address the issue of having
a head pose estimator that can work in unconstrained real
world scenarios by utilizing the power of deep neural net-
work models which in recent past, it has been used for pose
estimation [37].

Having a strong similarity with head pose, some stud-
ies focused on estimating visual frustum (VFOA) on low
resolution images [6, 30, 34, 34] together with the general
pose of the person. VFOA has been used as a reliable cue
for identifying social interactions: in [7] the head direction
is used to estimate a 3D visual frustum as approximation
of the VFOA of a person. Given the VFOA and spatial
layout, human-human interactions are estimated: the con-
cept is that people who are in a close proximity and hav-
ing their VFOA intersecting with each other are engaged
into a human-human interaction. The same concept has bee
studied in [31]. On the other hand, in [32], the VFOA was
defined as a line directed towards the focus of attention by
taking into account subject’s gaze in low resolution images:
in that work the goal was to understand the gazing behavior
of people in front of a shop window. The VFOA was pro-
jected on the floor and modeled as a Gaussian distribution
containing “samples of attention” in front of a person [12]:
the higher concentration, depicts stronger likelihood that in
that area the eyes’ fixation would be present. In a physiolog-
ically motivated study [39] the VFOA is represented by an
angle θ (head orientation), an aperture α = 160 degree and
a length l. The θ corresponds to the variance of the Gaus-
sian distribution modelled around the spatial proximity of a
person. In the same study, the density of attention was used
to measure the likelihood of a visual fixation: a more con-
centrated sampling was conducted at locations closer to the



person, smoothly decreasing the frequency of sampling as
one goes away. The visual frustum is constructed by sam-
pling from the above Gaussian kernel and only considering
ones confining inside the cone of attention composed by the
angle α. Finally in [42], the aperture of the cone was used
to study frequent and less frequent regions of interest.

2.3. Modelling light in indoor environments

In previous studies, indoor light modeling is mostly a
field of research in visual computing and computer graph-
ics. However, in these fields more emphasis is given on the
generation of lifelike and photorealistic renderings rather
than the actual spatial lighting measurement. On the other
hand in the lighting field the focus is given on commercial
CAD-design modeling software products, e.g. Relux [4],
DIALux [1] and AGi32 [3], which are broadly used for of-
fline measurement and evaluation of lighting solutions in
a simulated environment. To the best of our knowledge,
the RGBD2Lux approach [38] is the first to bridge the gap
across the two fields, bringing together visual computing
and lighting design. By using only RGBD input, the method
obtains a dense light intensity estimation of an indoor envi-
ronment.

3. Ego-light-perception
Any light management system that has to autonomously

adjust the illumination of the environment has to be aware
of two main factors: the human occupancy and their activity
in the environment (human centric analysis) and the exist-
ing ambient illumination over time considering how is this
influenced from the scene structure, the object materials and
the light sources (scene composition analysis).

These two aspects are tightly intertwined, since the struc-
ture of the scene allows and constrains human activities, but
at the same time the human activities influence the scene
structure. Consider for example a warehouse as a scene: its
structure continuously changes due to the different arrange-
ment of the goods, the latter being a direct consequence of
the human activities carried out in the environment. In other
words, the structure of the scene and the human have to be
considered as parts of a whole, accounting in addition for
their continued temporal evolution.

To this end, the major goal in this work is to provide a
new computer vision system for estimating the illumination
map along with the human occupancy and attention from
a single view. We do this by bringing together individual
works into a unique pipeline as we show in Figure 2.

3.1. People detection and head-pose estimation

We aim to detect people and estimate their head pose
(their viewing angle). For the first task we adapt the Mask
R-CNN [20] object detector, while for the second one the
head pose estimator proposed in [19].

The R-CNN [20] detector has the ResNet-101 [21] as a
backbone architecture, trained on 80k images and 35k sub-
set of evaluation images (trainval35k) of MS COCO dataset
[25]. We fine-tune the detector on our top-view dataset (see
Sec. 4.1), adopting a specific training portion of the data.
We randomly partition the data into training and testing set,
keeping 70% of the data for training and 30% for testing.
Since the top-view images are different from the frontal-
view images of the COCO dataset [25], the fine-tuning has
a crucial role. We adopt a similar procedure for training the
head pose estimator as in [19]. It is worth noting that the
input for the head pose is the whole body detection bound-
ing box: this is because [19] has been specifically designed
for managing small-sized head patches, exploiting the body
as contextual cue for a better final head orientation classifi-
cation. In particular, 4 and 8 classes related to angles have
been taken into account.

During testing time, a cascaded approach is followed,
first by applying the people detector and then feeding the
detected body bounding box as input into the head orienta-
tion module.

3.2. Spatial light estimation

To obtain an estimate of a dense spatial illumination
map, we adapt our work in [38]. In this work we make
use of a radiosity model [11] for estimating the spatial illu-
mination over time by just using the input from an RGBD
camera. Furthermore, we extract the information regard-
ing the photometric properties of the material of the scene
based on a photometric stereo baseline approach that is ap-
plied on the time-varying RGB images. This approach ex-
tracts a scalar albedo at each pixel by using a set of images
with different light sources that are switched on/off during
the day. Having the light sources position and intensity, the
scalar albedo under Lambertian assumptions, and the depth
map from the sensor, our proposed method in [38] shows
that it is possible to obtain a dense measurement of the light
emitted by a 3D patch in the indoor environment. In order
to provide more realistic estimates, we model real lighting
systems that, differently from point-like sources, emit light
given a specific light distribution curve (LDC). The LDC
is custom for each lighting system and their properties are
considered to be known when estimating the light insten-
sity. The proposed method shows that, even by accounting
the non-linearities of LDC, it is possible to solve for the ra-
diosity equation with Least Squares and so obtain a more
reliable measure of the light intensity. For the evaluation
of our approach we used point-to-point sensory equipment
aka. luxmeters installed across the scene.

3.3. Gaze-gathered light modelling

Light measurements are practically made using a luxme-
ter sensor. This sensor measures the perceived light that is



in function of the distance to the light, the orientation and
other manufacturing characteristics. These properties are
resumed by the Luxmeter Sensitivity Curve (LSC) as in Fig-
ure 4a. The LSC illustrates the perception characteristic of
every luxmeter sensor which in this work we adopt in order
to meet the measuring requirements of the collected ground
truth data and to simulate the human light perception. We
have chosen this solution because this is the standard de
facto in the lighting industry and it provides satisfactory so-
lutions when doing light commissioning [27].

(a) (b)

Figure 4. Modeling of the Luxmeter Sensitivity Curve (LSC) as a
human light perception model.

The key idea in this procedure is that, once we have de-
tected a person in the image and estimated his head posi-
tioning and orientation as described in Sec. 3.1, we extract
his posture in the 3D space by mapping the 2D image co-
ordinates of his detected head to the corresponding depth
information. Thereafter, once we have the positioning of
the head in the 3D space as well as its orientation (where
the person looks at), we estimate the light that arrives to
his/her face (or to the luxmeter as in our case) by applying a
ray-casting procedure where we simulate the human field of
view (FOV). Such view frustum is obtained by using emit-
ted rays starting from the estimated head position towards
the corresponding estimated head orientation. The total il-
lumination arriving to the person is computed by adding the
related spatial illumination (radiance) from the patches of
the scene that are in the direct visibility of the person. The
rays project in the space as a uniform generated sequence
over the unit sphere and weighted accordingly, based on the
modelled luxmeter’s LSC, towards the visible patches from
the FOV of the sensor. The contribution of each patch to
the total amount of lighting perceived by the occupant, is
computed by estimating the percentage of rays intersecting
that patch.

4. Results
Experiments are organized as follows, Sec. 4.1 presents

the recorded dataset with all the different ablation studies
both for light measurements as well as for top-view detec-
tion and head-pose estimation. Sec. 4.2 reports the results

regarding the person occupancy and head pose estimation
study, while Sec. 4.3 describes in more details the evalua-
tion for both spatial and the gaze-gathered light estimation.
Finally, Sec. 4.4 evaluates the Invisible Light Switch as a
power saving application.

4.1. Dataset overview

To the best of our knowledge, Tsesmelis’ et al. work
[38] is the first to introduce a dataset for benchmarking light
measurements with ground truth sensory data in real scenes.
In this work we extended this dataset by introducing two
more scenes with human activity, one based on a normal of-
fice environment and a second one representing a relaxing
area (see Figure 5).

(a) (b)

Figure 5. Illustration of the two indoor scenes used for evaluation:
(a) illustrates a normal office environment and (b) shows a relaxing
area. Red and green bounding boxes are showing the location of
luxmeters within the space covering the spatial and gaze-gathered
illumination ground truth measurements respectively.

Both scenes comprehend different human activities e.g.
watching TV, working on a desk area, chatting, etc., as well
as different head orientations (VFOA) and multiple light
combinations. In this work, VFOA is a cone with vertex
in the middle of a person’s eyes, oriented as the gaze direc-
tion and an aperture angle of α = 30◦.

In both rooms there is a controlled light management in-
stallation, where the position, type and properties (e.g. lu-
minous intensity, light distribution curve, etc.) of the lumi-
naires (eight in total) are considered known, see Figure 6.

Figure 6. Illustration of the light management installation.

For obtaining the ground truth data we have installed
and used a number of sensory equipment. A calibrated and
aligned RGBD camera system (Kinect v2) is installed in the



ceiling of the room providing a top-view perspective of the
scene, see Fig. 5 and 6. Moreover, the camera is synchro-
nized with a number of luxmeters (also indicated in Fig. 5)
providing the light intensity ground truth data both for the
spatial as well as for the gaze-gathered (attached to the fore-
head of the occupants) illumination. Considering the limi-
tation (i.e. point-to-point) of lux readings that the luxme-
ters provide, we installed 11 sensors in different areas, thus
providing a reasonable sampling of the scene. We use 9
luxemetes for evaluating the spatial illumination across the
environment and 2 luxmeters for measuring the light inten-
sity that arrives to each one of the occupants appearing in
the scenes. For each luxmeter, we additionally report the
type and their specific light sensitivity characteristic curve,
LSC (see Fig. 4) giving the sensor’s sensitivity across the
incident light angles.

Thereafter, we evaluate 24 and 30 different scenarios
with different luminaire activations (luminaires switched
on/off) for each room respectively (see Fig. 7). We target
the use of RGB and depth input just for light measurement,
the use of luxmeters as ground truth, and all other provided
information for evaluation studies.

Figure 7. Illustration of 4 illumination variants within the two
rooms. From left to right, the images illustrate the illumination
provided by 1, 4, 7 and all 8 luminaires switched on in the two
scenes.

4.2. Top-view detection and head-pose estimation

We fine tune both the person detector and the head pose
estimator on our top-view dataset. We report an average
precision (AP) of 98% in terms of people detection. As
mentioned previously we test our approach on the testing
set of our top-view dataset. For the head pose orientation
fine tuning on the whole body has been crucial for the per-
formance, since using the sole head region produced def-
initely worst scores. In particular, we adopt two different
class numbers for head pose, namely 4 and 8. The corre-
sponding confusion matrices are reported in Fig. 9, show-
ing an accuracy of 43.2% (8 classes) and 70.7% (4 classes)
respectively. The scarce performance in the 8-class case is
due to the mix among adjacent viewing angles: actually,
the average size of the head region in the dataset is approx.
40x50 pixels. For these reasons, we use the 4-class version
in the light perception studies.

(a) (b)

Figure 8. Illustration of people detection and head pose estimation.
We detect people in the scene by using Mask R-CNN and then the
detections are provided as input to the head pose estimator.

Figure 9. Confusion matrices of the head pose estimator. From left
to right, the 4 and 8 classes confusion matrix respectively.

Avg. error ε
(in Lux)

Luxmeters

1 2 3 4 5 6 7 8 9 10 11 Avg.
(1-9)

Avg.
(11-10)

Scene 1
εest

(w.r.t. GT) 62.5 26.3 68.0 65.1 47.9 57.1 44.0 29.9 28.0 97.6 92.2 56.2 94.7

εest d

(w.r.t. GT) - - - - - - - - - 216.08 166.4 - 191.24

Scene 2
εest

(w.r.t. GT) 35.3 33.8 44.0 20.1 31.5 39.6 23.6 27.9 27.3 41.7 69.2 35.8 55.4

εest d

(w.r.t. GT) - - - - - - - - - 55.42 151.93 - 103.68

Table 1: The values represent the average estimated illumi-
nation error over the different lighting activation w.r.t. the
ground truth measurements, for both scenes. Columns 1-
9 corresponds to the spatial average values for the corre-
sponding installed luxmeters in the environment. By con-
trast, values in columns 10-11 consider those luxmeters for
evaluating the human light perception.

4.3. Person-perceived light estimation

Table 4.2 presents the quantitative results of our adopted
light estimation approach. The table shows the average es-
timated error in lux values for both spatial (luxmeters 1-9)
and gaze-gathered light estimation (luxmeters 10-11) cases.
It can be easily noticed that the error, εest, for all luxmeters
does not exceed the range of 100 lux, this yields an overall
average light estimation error approx. 56 lux for Scene 1
and 36 lux for Scene 2. On the other hand, if we now con-
sider only the luxmeters intended for evaluating the gaze-
gathered light estimation, i.e. luxmeters 10 and 11, we no-
tice that the error raises up to 94.7 lux and 55.4 lux for each
scene respectively. This can be justified due to inaccuracies
in the reconstruction of the 3D mesh areas corresponding to



the head position and orientation of the occupants, as well
as to the fact that the inter-reflections from the wall towards
the sensors are limited due to incomplete reconstruction as
an outcome of the limited FOV of the depth sensor. In any
case, the fact that the average light estimation error does
not exceed 100 lux indicates that the estimated illumination
map can be considered reliable for describing the global il-
lumination of the scene.

Furthermore, to demonstrate the applicability of our
model, we use as explained a real person detector and a head
pose estimator (making the pipeline completely automatic).
In Table 4.2 the εest d rows for column 10 and 11, illus-
trates the error based on the detectors output for both scene
1 and 2. It can be observed that while the average error
w.r.t. the oracle is less than 100 lux, this error raises up to
the range of 200 lux negative variation w.r.t. to the ground
truth measurements. The last can be justified by erroneous
head pose estimations, considering the large step size (90◦)
of the 4-class adapted classification problem. This further
brings into discussion the fact that this error could further be
substantially reduced by improving the head pose estimator.

Figure 10. Scene 1 & 2 boxplot error evaluation (in Lux) using
based on the presented framework. The boxplots in the first and
second columns show the absolute and signed illumination esti-
mated error for each lighting scenario in each scene respectively.

Figure 10 shows in a graph analysis the values presented
in Table 4.2. The left graphs show the absolute light esti-
mation error (y-axis), as estimated for each of the 11 (9 for
spatial and 2 for the human light perception) used luxme-
ter sensors (x-axis). The gray dots, forming each of the box
plot boxes, represent the estimated error of each of the light-
ing scenarios for each scene while the pink box represents
the central 50% of the data. The upper and lower vertical
lines indicate the extension of the remaining error points
outside it and the central red line indicates the mean error

which comes in alignment with the values shown in Table
4.2. Similarly, the boxplots on the right present the signed
illumination error accordingly. The green and red markers
indicate whether the error is due to an over or under estima-
tion of the illuminance at the sensor’s location respectively.
As it can be noticed in the most of the cases the error is a
result of an under estimation of the illuminance which as
explained earlier are a cause of the incomplete geometry of
the scenes as we only consider the parts of the environment
within the FOV of the camera sensors.

Figure 11. Illumination map of the full-lit scenario in scene 1 with
a dense representation of the global illumination of the environ-
ment.

Finally, figures 11 and 12 visualise the illumination maps
in the 3D space for one of the illumination scenarios in each
of the scenes. As it can be seen the visualized illumination
maps provide an accurate dense representation of the global
illumination of the environment over time.

Figure 12. Illumination map of the full-lit scenario in scene 2. No-
tice the estimated illumination in the area in front of the occupants
which is less bright in comparison to the one that are on their side.
This is due to the body occlusion on the direct illumination coming
from the luminaires from their back which is correctly estimated
by the ILS.

4.4. The invisible light switch

The idea behind the Invisible Light Switch is straight-
forward: the proposed system controls and sets the illumi-
nation of the environment by taking into account the infor-



Scene 1 Scene 2
VFOA 1 VFOA 2 VFOA 1 VFOA 2

Luminaire
activations 3|4|7|8 2|3|4|5 3|4 3|4|7|8 2|3|4|5 3|4 3|4|7|8 2|3|4|5 3|4 1|2|3|4|5|6 2|3|4|5 1|3|4|6 3|4

Luxmeter
10

∆lux

(w.r.t. full-lit) 116.15 123.77 189.01 85.4 123.8 163.85 84.23 93.69 151.92 106.52 148.12 157.07 191.15

εest
(w.r.t. GT) 167.2 144.09 102.73 235.3 200.1 163.28 85.85 94.1 43.76 22.94 12.97 13.59 25.69

∆watt

(w.r.t. full-lit) 387.2 387.2 580.8 387.2 387.2 580.8 387.2 387.2 580.8 193.6 387.2 387.2 580.8

Luxmeter
11

∆lux

(w.r.t. full-lit) 97.68 125.15 169.72 167.4 86.34 194.37 62.67 118.21 153.02 99.17 154.28 167.93 194.85

εest
(w.r.t. GT) 194.63 171.74 131.55 91.14 128.7 70.21 15.26 67.87 5.39 9.4 241.12 2.81 203.69

∆watt

(w.r.t. full-lit) 387.2 387.2 580.8 387.2 387.2 580.8 387.2 387.2 580.8 193.6 387.2 387.2 580.8

Table 2: Quantitative analysis of four different head orientation class studies (VFOA), two for each scene. ∆lux shows
the discrepancy of different lighting scenarios w.r.t. the full lit scenario (reference). εest shows the corresponding average
error of the estimated light in regards to the ground truth lux measurements and ∆watt shows the discrepancy of the power
consumption in watts considering the active/non active luminaires for each corresponding scenario.

mation regarding the part of the scene that the user can see
or cannot see, by switching off or dimming down the lights
outside the user’s VFOA, and thus ensuring a consistent en-
ergy saving and productivity.

In Table 4.3 we examine the applicability of the invisible
light switch from the human perspective aspect (luxmeters
10-11) for different head orientation cases (VFOA) in the
two scenes. The value ∆lux provides the information re-
garding what is the impact to the light perceived from the
occupants (based on the ground truth sensor measurements)
on different light source combination scenarios. As we can
see this gives us a range of 0-200 lux negative variation even
to the most aggressive scenario of having only two lumi-
naires active (the ones to the direct view of the occupants
each time). If we connect this with the amount of watts
that we can save for this corresponding lighting scenario,
i.e. ∆watt = 580.8 watt w.r.t. to the full lit case, this can
give us a total power efficiency of 12379.2 KWatt through a
whole day. The value εest reports the light estimation error
based on our framework, which as we can see again it settles
within a range of 0-200 lux overall negative variation. This
error shows us how our system aligns with the ground truth
measurements, i.e. a lower εest error the better, and whether
the same pattern described above could be followed. A vi-
sual example of the VFOA 1 case for scene 1 (see Table
4.3) can be seen in Figure 13. As it can be easily noticed
the estimated illumination over the desk areas have the less
affect as we switch off the peripheral light sources and still
providing an optimally lit scenario while it is minimally lit.

5. Conclusion
This paper highlights the importance of a human-centric

aided lighting management system which targets productiv-
ity over a power saving framework. As a result, in this work

Figure 13. Qualitative illustration of the VFOA 1 ablation study
for Scene 1 presented in table 4.3. The top left corner shows the
illumination map of the full lit case, in comparison to three other
light scenarios. As it can be seen the estimated illumination over
the desk area where the two occupants have their attention is less
affected in comparison to the areas behind them. This show in
practice how the invisible light switch application could be estab-
lished.

we proposed and evaluated a practical (application-wise)
system which tries to encapsulate all these three aspects, i.e.
ambient illumination, human activity and power efficiency.
We also for the first time presented a complete system that
estimates both the spatial and the individual gaze-gathered
light intensity based on a camera-aided solution. We
illustrated a possible 66% of power saving by deploying
our framework as the “Invisible Light Switch” application
which can be used to exploit an optimal illumination
pattern for a given human activity.
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